Event Builder & Level3

— QOverview for Aces —

Nuno Leonardo
Massachusetts Institute of Technology
April 91", 2003

Summary

e Introducing the EVB/L3 systems: function, layout, location
e EVB overview

e L3 overview

e Monitoring tools: Ace Control Panel, L3 Display

e Errors and recovery

e Support, documentation, people

Several diagrams taken from CDF note 5793
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The L3 farm
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System Overview
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Event Builder Overview

FE
Crates

VRB
Crates

Control
SCRAMNet

Trigger
Supervisor

Scanner
Manager

Level3
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Data Passed L3 Filter Goes to CSL u

Event Builder :
Assembles event fragments from FE crates together into a single event

piece.

Level3 :
Runs executable (filter) which makes L3 trigger decision.



EVB crate

Ethernet Data from FE Crates
Serial Port
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Functions:

e Event pieces (links) are loaded to VRBs by FE crates
e Scanner Manager (SM) detects L2 trigger from Trigger Manager
e Scanner Manager notifies SCPUs about trigger

e Scanner CPUs (SCPUs) read VRB banks from VRBs concatenating
them into one piece

e All Scanner CPUs send event fragments through ATM to a single
Converter chosen by SM

Event Builder always talks to all SCPUs, so all VRB crates must be alive!



EVB Crate Possible Actions

1. SCPU Reset Button
2. ScramNet Card Lights

3. ScramNet Fibers

4. ATM Fibers

5. VRBs

6. ScramNet Bypass

7. Upper Crate Power Swiich
8. Lower Crate Power Swiich
9. Crate Reset Bution

Reboot Crate - do software reboot from control room.

Reset SCPU - push reset button on SCPU.

Reset Crate - push reset button on master board. (Only if said by expert
or popup window)

Powercycle the Crate - Turn the power switch off, wait for 30 sec, and
turn it on. (Only if said by expert or popup window)



Running Multiple Hardware Partitions with L3/EVB
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Software Event Builder

L2 Trigger

Tracer Flber |nks
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Hard EVB
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e Takes event data directly from FE crate by Ethernet.
e Runs data merger package, Reformatter and Level3 filter.
e Can work in Hardware or Software partitions.

e Generally much slower than Hardware EVB.

Do not page Hardware EVB pager about Software EVB problems :)



L3 subfarm definition

Event data
From SCPUs

:

Raw Event

4
Ethernet

®

Reformatted Event
Passed L3 Filter

L
- toCSL

1. Event fragments come to the Converter node from SCPUs.

Functions:

2. Converter combines fragments into one piece (raw event) and
sends it to free Processor node in a subfarm.

3. Processor PC rearranges event data to offline (TryBoss) format
and applies L3 trigger. Passed events are written to the Output
node.

4. Output node forwards event to CSL.



Processor node details

| | From Converter

Chainl Chain2

CPU1 minibanks CpU2
Reformatter Reformatter
TRYBOS Reject
L3 Filter @
Reject flat ROOT RejeCt

To Output Node

H

Two analysis chains are independent and process different events.
(Two boxes on Level3 Display)

Reformatter:
e Rearranges events to standard offline format

e Performs a number of data quality checks.
e Discards corrupted events

e Generate Reformatter error if event is rejected.

L3 Filter:
e Runs offline-type reconstruction

e Determines event type. Decides pass/fail

e Failed events are discarded

Events can be discarded by both Reformatter and L3 Filter!
Level 3 Filter executable is selected in Run Control GUI



Gateways and proxies

External Network L3 Internal Network
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Connect RC and EVB/L3. Forward transition messages.
Transport error messages to RC Error Logger.
Transport monitoring information.

Both must be alive for the system to work.



Level3 Manager

Level3
bOdap31
Level3
Proxy

bOI3gate2 Level3

1. RC requests a new Calib tag from L3 Manager.
2. L3 Manager requests Database for a new Calib tag.

3. L3 Manager generates Calib tag if a new calibration exists.
Return the Calib tag number to RC.

If this step is failed RC generates “orange window of death” and
proceeds with default Calib tag.

4. RC notifies Level3 Proxy.

5. Level3 Proxy picks up Calib tag generated by L3 Manager from
online computer.

6. Level3 Proxy distributes Calib tag over Level3 Farm.

Do not page Level3 pager about L3 Manager problems. :)



Monitoring Tools

e EVB/L3 Ace Control Panel
— Started with EvbControl
e L3 Display
— On dagmon GUI select L3

e EvbDagmon (Obsolete)
— On dagmon GUI select EVB

e Dead Time Display
— On dagmon GUI select Rates and Deadtimes

e dagmon
— Started with setup fer; dagmon

e Run Control
— Started with setup fer; rc

e Error Handler
— Started with Run Control

- Note: detailed instructions on EVB/L3 web pages



RC parameters
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~ Include one, several or all Level3 subfarms.
~ Include Hardware Event Builder.

- Choose Level3 tag.

15



EVB/L3 Ace Control Panel

2 Ace Controls for EVB and L3 farm (release 2.17)

EYE and L3 actions

Ok
Checks Results for hOl3c02
Ck
| SUE TTIE | Results for hOl3c03
Ok
| = [y | Results for hol3c04
Ck
| SCRAMNet | Results for bOl2c0S
Ok
| 5M + SCPUs | Results for b0I3<06
- Ck
| ATM switch | Results for bol3c07
Ck
EVE proxy control Results for hOl3c08 o
| Start | Results for hol3<09
Ck
| Stop | |Results for bolacio
Ok
| Send Abort | Results for hOl3c11
Ck
L3 proxy control Results for hOl3c12 "
| Start | Results for bol3c13 -
0]
| Stop | Results for bol3c14 -
| send Abort | Results for bol3c1s ™
. Results for bOI3C1E
CLEAM UP actions: Ol
Done
| Clean up EVE | [Zprosy CLEAN
Mo such pracess 27436,
| Clean up L3 farm | Mew [Zproxy will be started,
| cl L3 (1] 2233
EEl WE O | Started L3 proxy process, initialization in progress. This might take a few minutes.
L2 proxy initialization is complete
Other actions:
| S | 06:38:04 EMD: Shut down all L3 farm programs
4

Entrance to Expert's Hall

| Get controls for: | |SM boeb10 v| | Shortcut to reformatter message decoder

e Check status of primary components
e Start, stop proxies and do full cleanup of EVB and L3
e Reset state of any partition (e.g., in case of RC crashes)

e Gives access to EVB Expert GUIs and Reformatter Decoder
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Level3 Display

Converter Node

Cyan

Processor Node Gold

®¥*123 = @
e T
@
Output Node

On T oire ]
10.1 Hz 10.1 Hz @
/

(1)— w2 | 3200
@ 20.2 Hz | 1.23 Mbis \@

\L®

Node name. Color coded Control state.

Color coded Analysis Chain state. Two per node.

Number of processed events. (Converter and Output only)
Event rate for the subfarm. (Converter and Output only)
Output event rate for the Output node. (Output only)
Output data rate for the Output node.

N o ok w =

Border. Color coded System state.

Note: To ensure the Display is being properly updated one may reset the window.

(E.g., when a node appears magenta but nevertheless procesing events.)



Level3 Display

Node name (Control State)

bOI3005 Number of processed events

1615 = _

Two analysis chains (Analysis State)

Border (Node State)

Control State

Error (red) - Level3 Errors (Click on the box to see Error
messages).

Analysis State

Input (Cyan) - Waiting for input.

Busy (Dark Blue) - Chain is busy with event.

Output (Green) - Waiting for output

End (Magenta) - Node ended the run.

Old (Gold) - Not updated. Probably monitoring failure.

Dead (Red) - L3 Filter crashed. All necessary procedures are
done automatically at the end of run.

Unpingable (Black) - No connection to the node. If a node
remains in this state for several minutes it is probably dead.

Node Hardware State

Occasional yellow - Ok if not for the whole farm.

Permanent red - System /HW problem (Disk full, memory, etc.)

For color map check Level3 Display Help menu.



L3 Partition Monitor of L3 Display

State/ Transition Phase #jout of # Time spent
Partition O: In transition: End oul | en S S ummary: 2/3 00:00: 13

Partition 1: In state: 1/1 00:00:13

Partition 2: In state: 1/1 00:00;: 13

Partition 3: In state: 171 00:00:13

Partition & In state: 1/1 00:00:13

Partitian 5: In state: 171 00:00:13

Partition 6: In state; 171 00:00:13

Partition 7: In state: 1/1 00:00:13

Shows states and transitions of hardware partitions.

Things worth checking

e How many hardware partitions are running with Level3.

e If bar State/Transition is yellow - Level3 received the RC
transition message shown in the box.

e If field Time spent is more than 5 min - Failure.

e If all bars are red - Level3 Proxy is dead or L3 display
lost connection. Check L3 Proxy from Ace Control Panel.
Reset/restart L3 Display or restart L3 Proxy depending on
result.



Level3 Summary

of1i2lzlalsle 7]
-Level3 Summary
Tatal Inst. rate
Input 0 0 H
Refarmatter rejecterd O 0.00245) 0.00 %5
Filters rejected Of 000%] ----—---——--
Cutput ] 0 He
Last heartbea || Thu Aug 22, 03:00:30 2002 |
Current time: | Thu Aug 22, 03:00:30 2002 |

Shows input output and rejection rates/events.

Things worth checking

e Input count and rate. Compare with RC number.

e Reformatter rejection count and rate. If higher than threshold
( 1%) decode reformatter error, identify failing component.

e Filter rejection count and rate. If close to 100%,- do something,.
(Noisy Levell trigger?)

e Output count and rate. Compare with CSL rates.

e Notice that each Level3 chain sends a “Begin Run” event to

the output node at the end of ColdStart transition. Run begins
with NON ZERO output event counter.



L3 Display: Node details

T L0 o
fogf ech rane (135 pordent

Demganne D mon knovn [y
AE id feund:
Cclcdcded

Errar locatson code: dx 00008170

Crabe 7 Cop0 00 00000

Erngr durmg scanning BMIN| siructunel

Last Linit prob. worleed on (2l counts from af:
SORLE 9

WRE: 1

LirE: 7

MidE

Buffer (48731 untl posi+ 2= 4575 3)

B 1bdala Oxfa2B0die dwld25d624 (udd2 70626 xS
p03Zd07FZc Meo7I5fAI34 uf33I707IS OuOc3FFITE Ow033f
Cod5SbIE5E OMORSdOL1Se u0ZA1FA5e On0FEI0CED Oudbeq
Cof 3F00cEF Cooclelf3FF Coocdcdcdcl CfOOo00d0 Gud P06 S

W EF Errcr - UTILALOES - with code 38 — FRISHED: L= &35

RROR =t Satjun 9 21:36:04 2001 partition 0
n [B_refave cE15]
Pl R dars event sneaune §Ca0 faled! Corrupn dars®

GAMING 0 5ar jun 9 2 13504 2001 panmiian 9
F 0_ana relermalsealyzed |13 _sa refarrnst £ 459
rfg Processor reformaizer oror;  event rejeced

Things worth checking

e Monitoring heartbeat.

e Events pass/fail for Reformatter and L3 Filter.

e Number of input/output errors. (Esp. for converters)

e Input/Output data/event rate. One can find the size of the
event by dividing data rate to event rate.

To open: click on any node of L3 Display



EVB/L3 errors and recovery

Run-time errors

e Deadtime.

e DONE timeout.

e BUSY timeout.

e Dealing with Reformatter Errors.

e Things worth to keep an eye on.



Error Logger

B Error Display [ current wersion = w1 03 1 ) N ) :5{
File Log Options Tools Help

Sioploa file Clear

ACTIVE DAQ odfdag@bidapiSfral.goy 125529  ran# 137073 (0x21FF1)

LE) bidocaldl:Mescenger: 12: 2706 PM-»Runtime Error 2, Event 2: Bunch counter mis
LE) b c=l0S: Messenger: 12:27:07 PM-=Runtime Erfar 2, Event 2: Bundh COURNTEF FEsT
LE) b celo4: Messenger: 12:27:07 PM-=Runtime Errar 2, Event 2: Bundh COUNTEF FEs
LE) b c=l10: Messenger: 12:2 7:06 PM-=Runtime Erfar 2, Event 2: Bundh COUNTEF Fés
O} 12:27-7 Acivate - ACTIVE

16 cratefs: bO0ocaldl(l), BOocald3(3), boocald4(4), boocalds(8), bdoalda(a), hl}l:'l:.alll[1l
LE) bdesid? Messenger: 12:26-48 PM-»>DONE drngout

LE) bidesid? :Messenger: 12:26:52 M- DOMNE trmeout
LE] bdasio? Messenger: 12:26°56 PM->DOMNE drngout
C) 122728 Halt -> HALTED

Ch 122732 Recower -» RECCWERED

O} 12:27:3% Run -> ACTIVE

1 oretefs bOocel0E(E), Done TOLRXPT]

LE) bdesio? Messenger: 12: 2716 PM-»DIONE dragout
LE) bidesid? Messenger: 12:27:20 PM-= DOMNE trmeout
LE] bdesio? Messenger: 12:27:24 BM-»>DONE dragout
LE) bidesid? Messenger: 12:27:28 PM-=DOMNE trmeout
LE] bdasio2 Messenger: 12:27:32 PM->DOMNE draeout =

Lk

A B e A
Time ssquence
[ GUTETUS T Aechengelr . Lz Ja 09 PH -

-3 [ONE Ti@sgout =
botsi0z : Hessenger : 12:35:05 P

-» [ONE timeout

bleg102 | Messenger - 12:35:09 MM

-3 [ONE TimEout

bitsid2 : Hessenger : 12:35:13 PM

-3 [ONE TisEOUuT

-

partitian 0 Listening... {W'i T T &S ] '|

Read the error messages in the RC Error Logger to try to identify
the problem better.



Deadtime Monitor

8 CUF Trigger Rate Wowtor

Freese Display! | Trigger Rate Monitor 02:59:35
Partition: 0 Eun Numhar 122506 Rumtima: 204,91
Trigner Type: Cosmics_All [2,165] Event Numban 12713 Livetimea: 703.4s
jCeneral | PreFred |Fred Fred Prescaled | 75 L2 (0-63) [LZ 63-127) (L3 {0-63) (L3 (64-127) [ L3 (1Z2E-191) L3 (182-5
Avarane Currant Currant
Total deadtime [24 0.52 000 | |
Inbkilit / Tatal DT = 0,00 0,0y
FUSY | Toral 0T [k 0,00 (sl LI
LZ readaut /) Tatal DT 0,01 0, {1y
Readout | Tatal DT 44,44 1wo.o00
LIDOME f Tatal DT 0,00 0,04
L2 / Tatal DT 55,56 0,04
T&1 / Tatal DT %] 0.00 0,04
Buffer O Use | B2.34 Fo. 52
Buffer 1 Use | 15.24 15.28
Buffer 2 Use | 1.38 1. 20
Bulfer 3 Usw | .04 0.0 |
Cowmn =Hang = Rava [HE] Rave (b scala)
L1 Accept 12,713 41.4 an.7
L2 Accapt 12,713 41.4 387
L? Rejeci i 0.0 0.0
Fred L1A 12,266 AL.6 InT
Calib L1A o 0.0 0.0
Livetime + Deadrims - Rentima = O 7 503,174,327 & FE12,604 - 505 76831 = O
L2A - GL2A = O 7 ’ 12,213 - 12,213 = 0
LZE = GLZR = 0 7 O=0=0
L2& + LZR - L1A = 0 ? 12,213 +0 - 12,213 = 0
Synchromization Ermars 1]

Inhibit High voltage inhibit. Check HV monitor.

Busy: - VRB is full. Check EvbMon for pending events. Cleanup
EVB if needed.

L2 readout: Problem between L2 decision crate and Trigger
Supervisor. Reboot b0tsi00. Page TSI expert.

Readout:  The time between FE crate receiving L2 trigger and set
DONE signal is too long. Reboot the FE crate which causes the
deadtime. Page expert.

LIDONE: Silicon trigger problem. Page silicon.

L2:  Alpha board problem. Not enough processor power. Reboot
Alpha board. Remove b0I2dec00 from run. Page L2 expert.

TSI - Interval0 (RC settings) is too big. EVB is too slow. Check
EvbMon for pending events. Cleanup EVB if needed.
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FE Crates —

Trigger comes from Level2 to Trigger Supervisor (TS)
TS passes it to Trigger Cross Point

Cross Point fans it out to FE crates

FE crates load event and send DONE to Return XPT
FE crates start loading data to VRBs

TS send trigger to SM after getting all DONEs from FE
SM notifies SCPUs about trigger

SCPUs load data from VRBs and wait for further instructions
from SM



Timeouts

L2trigger

Ve A\
CD[/ \\ / D
EE Crate SCPU Crate‘

[

pu

VRB

> 64K FIFO
32K buffer |12 Busy \-<5>
64K FIFO

64K FIFO

Busy G

| C

100 ]

[ Monitor CPU

[ SCPU =
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L L2trigger

1. Trigger comes to Tracer from Trigger Cross Point
2. Cards load data to Tracer Buffer
3. FE CPU sets DONE signal if everything is ok. If DONE signal

© N o o &

is not set Return XPT send DONE timeout to TS
Tracer sends Data to VRB FIFO

If FIFO is full VRB sends BUSY signal to Tracer
Tracer sends BUSY signal to Return XPT

If everything is ok SM notifies SCPUs about trigger
SCPUs load data from VRBs



Dealing with Reformatter Errors

P =]

Decoding
|/ Scallrs | essages. Reformatter Error

Errar dusing gEaning MM sTumee! bl
Lar Unit prob. worked an (all counts from O}
SCPU: &

WRE : 1 = Reformatter message decodear o (B[R
LIMK: 7 T
MINL O PART: |0 || Get crate name:

fuffer (48731 il posi+ 2 =48 7| [WRE: |I:l [
(08 1h0ala 0042303 Le Gl (o || Close
(x032d0OF2c QuwFIF2ES Gxfe

s Shfasa OeOGSd01Sc Qu026 1735 QDIGIDOSZ QDbE

refA7El Qerl1fAAF Ouededrde] QuieMEEWIO0 Q%2 7006

Find relevant FE component with a tool started by green button on
Ace Control Panel.

e You should be in Active or Idle state to use the tool.
e If you can not start the tool restart Ace Control Panel.
e Server is not found popup - try again, page Level3.

e Link is not in use popup - Corrupted data can not provide us
with correct link number. Change link number to 0 and try
again.

The reformatter rejection rate could be found on the L3 rate monitor
(at bottom, right part of L3 Display).

A tool is also running, RefMon, which calculates the rejection rates
over the last 30 seconds; If rejection exceeds some predefined level
RC pops up an orange window with instructions for the Aces.
Check L3 Rate Monitor for reformatter error rate.



Networks, Buffers, Data Flow, Errors

VME Bus Error
Tracer Word Incorrect

VRB Didn’t Respond

64Kb buffer
7 events pending

BUSY TO (23 Events)

20 event buffer

BUSY TO (43 Events)
INPUT Failure

~500 event buffer [|_3 subfarm

BUSY TO (~500 Events)
OUTPUT Failure
Level3 is Green

ol

Yy

Event data

15 ha VAN

15 ha VAN

TS |
[T

Trigger
Manager

L

(

. J

Scanner
Manager

20 Mb/sec max

Readout deadtime
VRB has no event
DONE TO
Reformatter Error

| L2 trigger

16 trigger buffer

BUSY TO (16 Events)

| 7 triggers pending

BUSY TO (23 Events)

Level3 is Dark Blue

31



Level3 monitoring data flow

Converter

U
L

Processor Processor

>

b0OI3pcom?2

Processor Processor

RT Server

-

Processor Processor

Processor Processor

Output

e Eventserv - Accepts and sends monitoring messages.

e Event Funnel - L3 wrap for Eventserv. Accumulate monitoring
messages. Sends them in 4 second intervals.



General Remarks

Scanner Manager Error!

Attention ', Event Builder
CPU_BUILDER_TIMEOQUT Error I,

We STRONGLY RECOMMEND the following steps:
- End the run, Reseat

- Clean up EVE

- Start run again.

If you get an orange popup window with EVB/Level3 problem
follow the instructions.

Check RC Error Display for error messages.

Any transition can not take more than 5 minutes. If it takes
more it means a problem.

DONE timeout (Readout deadtime). - Problem with FE.

BUSY timeout (Busy deadtime). - Problem with TS or EVB or
L3 or CSL. (check Magic Numbers).

Level3 is green - CSL problem.
Level3 is gold - L3 monitoring problem.

You have to be in START state when cleaning up EVB and
Level3 or restarting Proxies.

If you abnormally closed the partition you have to cleanup EVB.

Check white board for information on currently available
subfarms.



Things to Keep an Eye on

L3 Display Color.

— Green (Output State)- problem is downstream. Check if CSL
is alive. 20Mb/sec is max CSL input capacity

— Gold (OId) - Monitoring problem. Cleanup L3 mon.

— Dark Blue (Busy State) - not enough process power. Use all
available subfarms.

Check if CSL is accepting events (read its monitoring tools).
Check Rates and Dead time.

Check Reformatter rejection rate.

Look if Level3 proxy is alive.

Look if EVB proxy is alive.

Other minimum knowledge

Understand general information on Level3 Display.
Be familar with Ace Controls for Level3 and EVB.
Know the location of EVB components.

Understand Deadtimes; Busy and Done timeouts.

Know how to deal with Reformatter errors.



Assistance

Documentation

e Introduction for Aces, CDF Note 5793 — please read.

e Manual, CDF Note 6138

e Help pages,
http://www-cdfonline.fnal.gov/evbl3shift/evbl3shift. html

Note: html versions of the notes are available on the help pages as well.

Note: EVB/L3 help pages are linked from the general Ace help page.

Experts list

e Alberto Belloni

e Arkadiy Bolshov (pager)
e Boris lyutin (pager)

e Nuno Leonardo (pager)

e Guillelmo Gémez-Ceballos

e llya Kravchenko

Note: Pager and telephone numbers are posted in the Control Room and Ace

web page.



EVB/L3 help pages

Metscape: How to run the hardware event builder and Level 3 farm
File Edit “iew Go Window

Fi-4 Netscape: Eve
File Edit “iew

"~ Bookmarks |

How to run the hardware event builder and Level 3 farm
Ace - Experl

Guide

In this wreb page wou find warious inforrnation desceibing the Esrent Builder and
Lesrel 3 Svsterns of COF Run 1T, Its moain puepase is o s as a souzce of
infotrnation about EWEB/LS and prosnide guidance to the shift ceeser, the KCEs in
particulat.

arious docurnentation is available to help getting farniliax seqth the sozks of the
systern. Together writh these pares, the chain reference desizoed for ACEs i5s COF
rote SYHE | swhichomow age definitely encouraged to tead.

< Hos to run the bardssare esrent builder and Leseel 3 faeon {these pages)
A postscript (oo pictues); CoDnCoents

Overview o ACE tralning talk

Hardware & 05 transparencies; concoents

Event Buildey EVE and Lewel2 for ACES, COF note 5793

Level 3 postsceipt, htond; corocnents

C onunon Ewrent Builder and Lesrel 3 Blanwal fox Experts, COF pote 6138

DAQ postsceipt, hitml; corornents ¢ e

Aneffortis done to keep the inforrmation and warious instroctions in these pages
up-to-date. If socoething hoswesrer has escaped thatwouw find obsolete | ox bhaswe anor

sugges] ions, comoents are wenr welcome .

Muma Leanards
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